
Stellar populations in the 
GALAH Survey

A/Prof Sarah Martell
University of New South Wales



GALAH at a glance

• Simple selection 
function(s)
• Thorough sample of 

the local 3 kpc 
(giants to 8 kpc)
• Abundances of 32 

elements across all 
nucleosynthetic 
channels



GALAH and stellar populations: chemical evolution
Even among Solar-metallicity, 
thin disk stars there are 
“doppelgängers” – as similar to 
each other in abundance as stars 
from the same open cluster
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The field stars were chosen to have a log g<3.9 (giants)
and an S/N > 200 to be comparably high in S/N to the cluster
sample. The results for all pairs, i.e., the distributions

c( )ppair
cluster 2 and c( )ppair

field 2 , are shown in the top panel of
Figure 16. For these pairs, we restricted comparisons to within
ΔTeff <315 K and Δ glog <0.7 to guard against differences
in these “nuisance labels” leading to systematic abundance
differences; we found that beyond these limits, the c2-distance
in abundance space is correlated with these parameter
differences (see Figure 21 in Appendix C). The c( )ppair

2 for
pairs from the same cluster are shown in black and pairs of
2000 random field stars are shown in red (dashed line).

Figure 16 demonstrates that in the 20 element abundance
space, stars within clusters are, unsurprisingly, chemically far
more similar than star pairs among the field sample. For pairs
within a cluster, c( )ppair

cluster 2 peaks at ∼20, as expected if all
stars in a cluster had identical abundances in all elements;
however, there is a significant tail of c( )ppair

cluster 2 toward

substantially higher values of c2, implying that some stars
differ in some elements even within a cluster. Note that we
have included the elements C and N in this comparison, even
though their photospheric abundances get altered by dredge-up,
to a degree that depends in giants on the mass or age. For those
elements, similarity implies a combination of near-identical
birth material and age, as expected for open clusters.

For field star pairs, c( )ppair
field 2 is far broader, which is

unsurprising, as members of a random field star pair
will usually differ even in their most elementary abundance,

[Fe/H]. The vast majority of the c( )ppair
field 2 values lie at c2

values far in excess of c ~ 202 . However, there is a small
fraction of field pairs (∼1%–2%) whose 20 element abun-
dances are indistinguishable, c 252 , despite the 0.02–0.03
dex precision that APOGEE affords for individual elements.
An obvious next question to ask is whether the differences

between c( )ppair
cluster 2 and c( )ppair

field 2 , shown in Figure 16, are
primarily driven by differences in the basic [Fe/H] rather than
the high-dimensional [X/Fe]. To do this, we drew up the
distributions c( )ppair

cluster 2 and c( )ppair
field 2 , but restricted to solar

[Fe/H]. For the intracluster pairs, we consider only two
clusters, M67 ([Fe/H]= 0.0) and NGC 6819 ([Fe/H]= 0.03);
for this second selection of field pairs, this meant we restricted
the sample to red giant stars with [Fe/H]= 0.00± 0.02. A total
of 1054 solar-metallicity field giants (again selected with
S/N>200) were used for this comparison. The resulting
distributions are shown in the bottom panel of Figure 16. This
figure shows that the two distributions (intracluster and field
pairs) remain distinctly different: there is valuable discriminat-
ing information in the [X/Fe]. However, considering a priori
only pairs of the same metallicity naturally increases the
overlap between the distributions substantially.
In Figure 16 there are many more pairs (especially intracluster

pairs) at very small values of c2, far more than expected from
the chi-squared distribution with 19 or 18 degrees of freedom.
This could have multiple origins, related to our chemical-
abundance uncertainty model. Our chemical-space uncertainty
analysis is fundamentally empirical; it presumes that all stars are

Figure 16. Top: c2 distribution of abundance differences, c( )ppair
2 , for pairs with similar glog and Teff values (see Section 4.3). The black histogram shows

c( )ppair
cluster 2 for all intracluster pairs (600 pairs); the red dashed histogram shows the analogous distribution c( )ppair

field 2 for all field pairs (1,018,581 pairs). The
intracluster and field pair distributions are clearly very different, but they are not disjoint: 0.3% of field pairs have c2 differences as small as the median c2 among
intracluster pairs: most of these field pairs are presumably not birth siblings, but doppelgängers. The bottom panel shows the analogous distributions c( )ppair

2 to
Figure 16, but restricted to pairs of the same [Fe/H], and the c2 arises from the sum over the 19 [X/Fe] estimates; the distribution is again restricted to pairs with
similar glog and Teff values (see text). The [Fe/H] is set by the (near-identical) metallicity of the two clusters M67 and NGC 6819. The c2 distribution of the 377
intracluster pairs is shown by the black histogram. The distribution c( )ppair

field 2 from 1054 random field stars with [Fe/H] = 0±0.02 and similar temperatures and
gravities (301,587 pairs) are shown in the red dashed histogram. The intercluster distribution for M67 and NGC 6819 (of 327 pairs) is shown for comparison by the
blue dashed-dotted histogram. Even if we select stars of the same [Fe/H], the other element abundances can still discriminate between intracluster and field pairs in
many instances: the peaks of the distributions are clearly different with the highest similarity among stars within a cluster and the largest dissimilarity among field
stars. However, once again, these distributions are not disjoint: 1.0% of field pairs at solar metallicity have c2 differences as small as the median c2 among intracluster
pairs; these stars are doppelgängers.
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GALAH and stellar populations: chemical evolution
Even among Solar-metallicity, 
thin disk stars there are 
“doppelgängers” – as similar to 
each other in abundance as stars 
from the same open cluster
This fraction drops when you 
include r- and s-process 
elements in the abundance 
difference metric

14

Figure 11. Top panel: The cumulative doppelganger rate (CDR) as a function of the addition of each new elemental family. The CDR
represents the total doppelganger rate when considering all elemental elemental families successively. That is, on the far left, we determine the
doppelganger rate considering just the iron-peak elements while on the far right, we determine the doppelganger rate with the light, U, iron-peak,
r-, and s-process elements. The introduction of neutron-capture elements reduces the doppelganger rate by a factor of 5.75. It is possible that
s-process elements have a greater influence on the CDR than the r-process elements, but we remind the reader that we only use one r-process
element, Eu, but five s-process elements (Zr, Y, Ba, Ce, and Nd), so the comparison is not straightforward. Bottom panel: The factor with
which the CDR changes upon adding each new elemental family. The y-axis reports the factor with which the doppelganger rate changes as a
function of each added elemental family. The bottom panel illustrates that once pairs are selected by chemical similarity in iron-peak elements,
the s-process elements possess the greatest additional distinguishing power, followed by the alpha elements, the light elements, and the r-process
elements.

Figure 12. Violin plots showing the absolute difference in abundance (� [Fe/H] for Fe, � [X/Fe] for the remaining elements) between stars in
doppelganger pairs for each element. The abundance difference distributions for partial doppelgangers (those that are doppelganger exclusively
in light, U, and iron-peak elements) are represented by the empty violin plots. The same distributions for complete doppelgangers (doppelganger
in all measured elements) are represented by the filled violin plots. The median abundance difference in each element for intracluster pairs is
represented by the orange crosses. This figure illustrates that random pairs of field stars can appear as chemically similar as open cluster stars
in the lighter elements but show strong deviations in the heavier elements.

4.3. Partial vs. Complete Doppelgangers

Upon discovering that neutron-capture elements affect the
doppelganger rate, we isolate pairs of field stars that are par-
tial doppelgangers (that is, they satisfy doppelganger require-
ments in the light, U, and iron-peak elements) from pairs of
field stars that are complete doppelgangers (that is, they satisfy
doppelganger requirements in all elements). In Figure 12, we
show the distributions in absolute difference in abundance for
partial (open violin plots) and complete (filled violin plots)
doppelgangers and also include as reference the median ab-
solute difference in abundance for intracluster pairs (yellow
crosses). We note that this plot reports abundance differences

between stars in a pair, not j2 values, which we use in the
actual computation of the doppelganger rate. This figure illus-
trates that there exist pairs of field stars that are as chemically
similar in the light, U, and iron-peak elements as stars born
together but deviate in the neutron-capture elements by up to
0.6 dex. In Figure 13, we show example spectra of partial dop-
pelgangers (black) and complete doppelgangers (red). Note
that despite both pairs of stars satisfying doppelganger re-
quirements in the lighter elements, the partial doppelganger
spectra show deviations in the neutron-capture lines (high-
lighted in faint orange) while the complete doppelgangers do
not. We note here that since neutron-capture elements can
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The field stars were chosen to have a log g<3.9 (giants)
and an S/N > 200 to be comparably high in S/N to the cluster
sample. The results for all pairs, i.e., the distributions

c( )ppair
cluster 2 and c( )ppair

field 2 , are shown in the top panel of
Figure 16. For these pairs, we restricted comparisons to within
ΔTeff <315 K and Δ glog <0.7 to guard against differences
in these “nuisance labels” leading to systematic abundance
differences; we found that beyond these limits, the c2-distance
in abundance space is correlated with these parameter
differences (see Figure 21 in Appendix C). The c( )ppair

2 for
pairs from the same cluster are shown in black and pairs of
2000 random field stars are shown in red (dashed line).

Figure 16 demonstrates that in the 20 element abundance
space, stars within clusters are, unsurprisingly, chemically far
more similar than star pairs among the field sample. For pairs
within a cluster, c( )ppair

cluster 2 peaks at ∼20, as expected if all
stars in a cluster had identical abundances in all elements;
however, there is a significant tail of c( )ppair

cluster 2 toward

substantially higher values of c2, implying that some stars
differ in some elements even within a cluster. Note that we
have included the elements C and N in this comparison, even
though their photospheric abundances get altered by dredge-up,
to a degree that depends in giants on the mass or age. For those
elements, similarity implies a combination of near-identical
birth material and age, as expected for open clusters.

For field star pairs, c( )ppair
field 2 is far broader, which is

unsurprising, as members of a random field star pair
will usually differ even in their most elementary abundance,

[Fe/H]. The vast majority of the c( )ppair
field 2 values lie at c2

values far in excess of c ~ 202 . However, there is a small
fraction of field pairs (∼1%–2%) whose 20 element abun-
dances are indistinguishable, c 252 , despite the 0.02–0.03
dex precision that APOGEE affords for individual elements.
An obvious next question to ask is whether the differences

between c( )ppair
cluster 2 and c( )ppair

field 2 , shown in Figure 16, are
primarily driven by differences in the basic [Fe/H] rather than
the high-dimensional [X/Fe]. To do this, we drew up the
distributions c( )ppair

cluster 2 and c( )ppair
field 2 , but restricted to solar

[Fe/H]. For the intracluster pairs, we consider only two
clusters, M67 ([Fe/H]= 0.0) and NGC 6819 ([Fe/H]= 0.03);
for this second selection of field pairs, this meant we restricted
the sample to red giant stars with [Fe/H]= 0.00± 0.02. A total
of 1054 solar-metallicity field giants (again selected with
S/N>200) were used for this comparison. The resulting
distributions are shown in the bottom panel of Figure 16. This
figure shows that the two distributions (intracluster and field
pairs) remain distinctly different: there is valuable discriminat-
ing information in the [X/Fe]. However, considering a priori
only pairs of the same metallicity naturally increases the
overlap between the distributions substantially.
In Figure 16 there are many more pairs (especially intracluster

pairs) at very small values of c2, far more than expected from
the chi-squared distribution with 19 or 18 degrees of freedom.
This could have multiple origins, related to our chemical-
abundance uncertainty model. Our chemical-space uncertainty
analysis is fundamentally empirical; it presumes that all stars are

Figure 16. Top: c2 distribution of abundance differences, c( )ppair
2 , for pairs with similar glog and Teff values (see Section 4.3). The black histogram shows

c( )ppair
cluster 2 for all intracluster pairs (600 pairs); the red dashed histogram shows the analogous distribution c( )ppair

field 2 for all field pairs (1,018,581 pairs). The
intracluster and field pair distributions are clearly very different, but they are not disjoint: 0.3% of field pairs have c2 differences as small as the median c2 among
intracluster pairs: most of these field pairs are presumably not birth siblings, but doppelgängers. The bottom panel shows the analogous distributions c( )ppair

2 to
Figure 16, but restricted to pairs of the same [Fe/H], and the c2 arises from the sum over the 19 [X/Fe] estimates; the distribution is again restricted to pairs with
similar glog and Teff values (see text). The [Fe/H] is set by the (near-identical) metallicity of the two clusters M67 and NGC 6819. The c2 distribution of the 377
intracluster pairs is shown by the black histogram. The distribution c( )ppair

field 2 from 1054 random field stars with [Fe/H] = 0±0.02 and similar temperatures and
gravities (301,587 pairs) are shown in the red dashed histogram. The intercluster distribution for M67 and NGC 6819 (of 327 pairs) is shown for comparison by the
blue dashed-dotted histogram. Even if we select stars of the same [Fe/H], the other element abundances can still discriminate between intracluster and field pairs in
many instances: the peaks of the distributions are clearly different with the highest similarity among stars within a cluster and the largest dissimilarity among field
stars. However, once again, these distributions are not disjoint: 1.0% of field pairs at solar metallicity have c2 differences as small as the median c2 among intracluster
pairs; these stars are doppelgängers.
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Figure 16. Top: c2 distribution of abundance differences, c( )ppair
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similar glog and Teff values (see text). The [Fe/H] is set by the (near-identical) metallicity of the two clusters M67 and NGC 6819. The c2 distribution of the 377
intracluster pairs is shown by the black histogram. The distribution c( )ppair

field 2 from 1054 random field stars with [Fe/H] = 0±0.02 and similar temperatures and
gravities (301,587 pairs) are shown in the red dashed histogram. The intercluster distribution for M67 and NGC 6819 (of 327 pairs) is shown for comparison by the
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GALAH and stellar populations: chemical evolution
Age trends across elements – here 
based on Solar twins in DR4



GALAH and stellar populations: dwarf galaxy stars
Extragalactic lithium problem 51

Figure 6. The (top row) ALi–[Fe/H], (second row) [α/Fe]–[Fe/H], Jφ–JR (third row), and (bottom row) Teff–log g distributions for the four dynamically selected
populations of stars – GSE (first column), retrograde halo (second column), prograde halo (third column), and disc (fourth column). The background distribution
on all panels is all dwarf stars in GALAH with reliable lithium abundances. For each group the stars that meet the Teff–age criteria (Section 3 and Fig. 2) are
highlighted. For visual clarity, the disc sample has been truncated to only show stars with [Fe/H] < −0.6. In the top row, the coloured horizontal line and shaded
region indicate the average and standard deviation of stars with [Fe/H] < −1.3, i.e. the Spite plateau for that population. Highlighted with black-edged squares
or diamond symbols (filled for stars with a reliable [α/Fe]; different symbols on the GSE and retrograde halo are simply to help the reader distinguish the two
stars) are those stars from each group that have ALi > 2.65, i.e. they have lithium abundances near or above the BBN ALi amount (ALi = 2.75 ± 0.02; Pitrou et al.
2018). These stars are of interest for the accreted samples (GSE and the retrograde halo) as they could represent possible lithium enrichment in their formation
environments. The solid black line is a thin disc evolutionary model from Cescutti & Molaro (2019), and the dashed black line is an evolutionary model for GSE
from Cescutti et al. (2020).

particular, stars from the retrograde halo – which represent a stellar
population that is likely to be either accreted or formed in the ancient
proto-Galaxy – are indistinguishable from the GSE stars. This fits
with the framework that sees the Spite plateau as the consequence of
a lithium depletion by stars themselves.

This work used the motivation of the model proposed by Piau et al.
(2006) that the Spite plateau is simply the result of the first generation
of stars of a galaxy efficiently depleting lithium. We extended this
to a more general idea that, like α-element abundances, different
galaxies would leave a different imprint on the lithium abundances.

MNRAS 507, 43–54 (2021)

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/507/1/43/6321839 by guest on 18 N
ovem

ber 2024
We can use G-E 
stars in the Solar 
neighbourhood to 
compare Li 
evolution in dwarf 
galaxies to models

Si
m

ps
on

, S
LM

 e
t a

l. 
20

21



GALAH and stellar populations: dwarf galaxy stars
Extragalactic lithium problem 51
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GALAH and stellar populations: dwarf galaxy stars

• Designing the best tools 
for identifying stars with 
extragalactic origins
• Depends on the available 

information

Accreted stars in GALAH+ DR3 11

Table 3. Sources selected via the di�erent chemical selections. We highlight the probability in bold face, if it is the largest among the fitted components. The
full table (including all GMM components) is available online together with a crossmatch with the GALAH+DR3 main and value-added-catalogs in a FITS file.

GALAH+ DR3 Mg_Mn MgH_Mn Mg_Na_Mn MgH_Na_Mn MgMn_Na MgCu_Na

sobject_id Ac. MR MP-iU Ac. MR Ac. MP Ac. MR MP-iU Ac. MR Ac. MP MP-iU Ac. MR MP-iU Ac. MR MP-iU

131116000501004 0.65 0.09 0.54 0.27 0.3 0.13 0.27 0.17 0.25 0.33 0.25 nan nan
131116000501008 0.11 0.07 0.21 0.21 0.0 0.0 0.0 0.08 0.01 0.0 0.0 nan nan
131116000501014 0.41 0.07 0.45 0.34 0.4 0.1 0.31 0.16 0.24 0.52 0.13 nan nan
131116000501018 0.23 0.16 0.45 0.18 0.1 0.16 0.15 0.06 0.31 0.15 0.21 0.65 0.23
131116000501022 0.01 0.14 0.01 0.0 0.0 0.02 0.0 0.0 0.0 0.0 0.07 0.03 0.35

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Figure 6. Overview of input planes for the simple Gaussian Mixture Models. Coloured densities indicate probability-weighted distributions of the
individual components. We colour similar components of di�erent GMMs with similar colours (see text for details), but stress that the colours of the columns
are independent of each other. Panel a) shows [Mg/Fe] vs. [Mn/Fe] for the GMM Mg_Mn (used as input plane). Panel b) [Fe/H] vs. [Na/Fe] for the GMM Mg_Mn,
showing the orange component also extending towards super-Solar [Na/Fe]. Panel c) [Na/Fe] vs. [Mg/Mn] for the GMM Mg_Mn. Panel d) [Fe/H] vs. [Mg/Fe] for
the GMM Mg_Mn, showing the orange component overlapping with the red component. Panel e) [Fe/H] vs. [Mg/Fe] for the GMM MgH_Mn, showing the accreted
stars fitted with two components. Panel f) shows [Mg/Fe] vs. [Mn/Fe] for the GMM MgMn_Na. Panel g) [Fe/H] vs. [Na/Fe] for the GMM MgMn_Na, showing a
clear separation of the orange component from those with super-Solar [Na/Fe] via an intermediate blue component. Panel h) [Na/Fe] vs. [Mg/Mn] for the GMM
MgMn_Na (used as input plane). Panel i) [Fe/H] vs. [Mg/Fe] for the GMM MgMn_Na, showing the orange component separated from the red component. Panel
h) [Fe/H] vs. [Mg/Fe] for the GMM MgCu_Na. We only plot data with posterior probabilities above 0.25 for the individual components. �

trace similar groups in the other projections(including the action
space provided in the supplementary material) as the following:

(i) Red & Magenta – low-U disk
(ii) Black & Purple & Rose – high-U disk/halo
(iii) Blue – metal-poor intermediate-U; not clearly accreted nor

high-U disk/halo (MP-iU)
(iv) Orange – mainly accreted stars
(v) Green – mainly accreted stars ([Mg/H]-poor < �1.3)

Stars of the red component (Fig. 6a-d) have values closest to So-
lar [Mg/Fe] and [Mn/Fe] and are mostly [Fe/H]-rich stars in the
sample. Stars of the black/purple/rose component also have the high-
est [Fe/H] values in the sample, but also the highest [Mg/Fe] ones,
making them likely high-U disk/halo stars, with a possible contami-
nation by low-U disk stars. Stars of the blue component di�er from
the black/purple/rose ones, because they have lower [Mn/Fe] values.
These values are, however, not as low as those of the orange compo-
nent, which is consistent with accreted stars, based on our intuition
of the chemical composition of low-U halo stars. We are later con-
cerned with the distribution of the individual abundances. Here we
are interested to identify which abundances and abundance planes are
needed to identify accreted stars. Especially for the orange component

of Mg_Mn, we notice a contamination from stars with Solar [Na/Fe]
(Fig. 6b), broadening the distribution to [Na/Fe] = �0.12+0.22

�0.19.

Before adding [Na/Fe] as input to resolve this issue, we assess a
slightly di�erent input of [Mg/H] and [Mn/Fe] (Fig. 6e). [Mg/H] is a
purer tracer of SNII contributions (Kobayashi et al. 2020b; Feuillet
et al. 2021). We see that in the projections, the models are giving more
weight to the [Mg/H] poor stars, and model them with two compo-
nents - an [Mg/H]-poor (dark-orange around [Mg/H] = �1.52+0.24

�0.34)

and [Mg/H]-richer one (orange around [Mg/H] = �0.97+0.18
�0.23).

Interestingly, both exhibit very similar [Mg/Fe] distributions with
[Mg/Fe] = 0.15+0.11

�0.12 and [Mg/Fe] = 0.18+0.10
�0.13, respectively. Fur-

ther, the orange component is now slightly more confined to sub-
Solar [Mg/Fe] = �0.14+0.17

�0.16. The GMM fails, however, to tell apart
low- from high-U disk stars, which are modelled with two extended
components with similar means.

When adding [Na/Fe] to the GMM, the models need typically
between 6 and 8 components to fit the data well. We have tested
di�erent combinations of the 3 abundances as input (we attach a
figure for the other GMMs similar to Fig. 6 in the supplementary
material for a complete overview). They all include a component
similar to the orange one from Mg_Mn, but are not contaminated with
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• Elemental abundances 
and orbital properties 
both carry information - 
but they don’t 
completely agree
• Is this contamination? 

Complex chemical or 
kinematic evolution?
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Figure 2. The difference in derived stellar parameters as a function of T eff from GALAH SME values for 4418 stars (shown as 2D histogram colour coded by 
the number of stars in each bin) in the training set. The two clumps, cool (4000 < T eff < 5200 K) and hot (5200 < T eff < 6200 K), seen for all parameters 
approximately represent difference trend for giants and dwarfs, respectively. 
All six parameters used as input labels in the Cannon are shown: (a) T eff , (b) log g , (c) [Fe/H], (d) [ α/Fe], (e) v micro , and (f) v broad . 
Table 1. Mean and scatter values of APOGEE-GALAH difference for six 
stellar labels in the training set. 
APOGEE–GALAH All Giants Dwarfs 
Parameter (unit) µ σ µ σ µ σ

T eff (K) 14 84 35 68 0 94 
log g (dex) 0 .06 0.12 0 .03 0.13 0 .08 0.10 
[ Fe / H ] (dex) 0 .02 0.08 0 .05 0.10 0 .00 0.06 
[ α/ Fe ] (dex) − 0 .03 0.05 − 0 .04 0.06 − 0 .02 0.05 
v micro (km s −1 ) − 0 .05 0.37 0 .07 0.30 − 0 .14 0.40 
v broad (km s −1 ) − 2 .80 1.50 − 3 .08 −1.21 − 2 .59 1.62 

In Fig. 2 e, we find significant scatter ( > ∼ 0.30 km s −1 ) in the v micro 
difference between the two surv e ys, with mean differences of −0.05, 
0.07, and −0.14 km s −1 for the whole sample, giants, and dwarfs, 
respecti vely. The dif ference in trends for giants and dwarfs are also 
evident from the two clumps. Such a significant difference may be 
attributed to the way in which v micro is determined in GALAH and 
APOGEE. While empirical relations (equations 4 and 5 in Buder et 
al. 2021 ) are employed in the case of GALAH, APOGEE uses v micro 
as a free parameter while determining synthetic spectra that best fits 
the observed spectra. 

In Fig. 2 f, a systematic difference in v broad can be seen with 
the APOGEE values consistently lower than GALAH values. This 
may again be attributed to the difference in v broad determination 
in both surv e ys. In GALAH, v broad is determined using SME by 
setting v mac (macroturbulent velocity) to 0 and only fitting for vsin i 
(rotational velocity). In APOGEE, v broad for dwarfs are the vsin i 
values estimated in the same way as in the case of v micro using 
a grid with seven steps of vsin i (1.5, 3.0, 6.0, 12.0, 24.0, 48.0, and 
96.0 km s −1 ), while for giants an empirical relation is used to estimate 
v mac (J ̈onsson et al. 2020 ). 

Even though there is reasonably a good agreement between the two 
surv e ys (especially for T eff and log g ) in Fig. 2 , there are systematic 
differences in [Fe/H], [ α/Fe], v micro , and v broad for the same stars 
in both surv e ys. As mentioned in Section 2 , both surv e ys observ e 
stars in different wavelength regimes (optical for GALAH and NIR 
for APOGEE) and employ different methodology and pipelines to 
estimate these parameters which could result in such systematic 
differences. These systematic differences for same stars, as well 
as contrasting difference trends for giants and dwarfs, thus show the 
importance of placing these surv e ys on the same abundance scales if 
they are to be used in conjunction. This also emphasizes the need for 
observation of larger number of common stars between large-scale 
spectroscopic surv e ys, which will enable cross surv e y calibrations, 
as well as more consistent analysis pipelines in the future. 
3.3 Training 
Once the training set is finalized, we proceed to carry out the training 
and cross-validation. As mentioned in Section 1 , the objective of 
this work is to provide two combined stellar parameter catalogues 
of APOGEE and GALAH, one scaled in terms of APOGEE and 
the other in terms of GALAH. Hence, we use spectra and labels 
from both surv e ys in four different combinations, starting from the 
training step. To a v oid any confusion resulting from this, hereafter 
we introduce a naming convention to indicate each case in Table 2 : 

In the following section, we focus on APOGEE Cannon GALAH 
SME (ACGS) and GALAH Cannon APOGEE ASPCAP (GCAA), 
while similar e x ercises for APOGEE Cannon APOGEE ASPCAP 
(ACAA) and GALAH Cannon GALAH SME (GCGS) are explained 
in Appendix A . 

We limit the labels that we train and infer to T eff , log g , [Fe/H], 
[ α/Fe], v micro , and v broad where [Fe/H] and [ α/Fe] refer to the general 
metallicity and alpha abundance labels in each surv e y. We do not go 
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Figure 1. Kiel diagram (log g versus T eff ) with the respective pipeline estimates for all stars in GALAH (left-hand panel; orange points) and all stars in APOGEE 
(right-hand panel; orange points) o v erlaid with the black contours representing the training set which is chosen from among the common stars in both APOGEE 
and GALAH as described in Section 3.2 . 
3.2 Training set 
We construct one training set that can be used to carry out four com- 
binations of cross-surv e y Cannon training and modelling. Hence, we 
use the GALAH DR3 combined spectra catalogue with one entry per 
star for which spectra from multiple exposures have been stacked to 
estimate their stellar parameters and elemental abundances. In the 
case of APOGEE, we choose stars with stellar parameters derived 
from high SNR combined spectrum. Similarly, we choose combined 
spectra from both surv e ys 4 for constructing the training set and later 
in testing stage where predictions are made. 

We find 14 406 stars based on cross-match using the APOGEE ID 
and star id columns in APOGEE DR16 and GALAH DR3 cat- 
alogues with Topcat (T aylor 2005 , 2020 ). W e remo v e stars with 
invalid GALAH and APOGEE stellar parameters and further select 
reliable and high-quality surv e y labels/stellar parameters by certain 
constraints for each surv e y. 

For GALAH, we choose stars with SNR ratio of spectra in the 
green arm ( snr c2 iraf ) > 25, chi-square value of stellar parameter 
fitting the following constraints ( chi2 sp ) < 4, and the flag that 
describes various GALAH reduction and analysis issues indicating 
the quality of spectra and estimated stellar parameters ( flag sp ) is 
equal to zero. 

For APOGEE, we choose stars with SNR > 80, in addition to 
removing stars for which selected bits (16: bad T eff , 17: bad log g , 
18: bad v micro , 19: bad metals, 20: bad [ α/Fe], and 23: bad o v erall for 
star) in the ASPCAPFLAG 5 have been set. 

As for selecting good quality spectra, we neglect spectra with 
STARFLAG 6 bits set for selected few bits (0: bad pix els, 3: v ery 
bright neighbour , 4: low snr , 9: significant number of pixels in 
high persistence region, 10: significant number of pixels in medium 
4 For APOGEE, combined spectra is provided as the HDU1 extension of 
’apStar’ fits files. For GALAH, combined spectra fits files are named after 
their ’sobject id’ from which the pseudo continuum normalized flux can be 
extracted. 
5 https:// www.sdss.org/dr14/ algorithms/bitmasks/ 
6 https:// www.sdss.org/dr14/ algorithms/bitmasks/ #APOGEE STARFLAG 

persistence region, 11: significant number of pixels in low persistence 
re gion, 12: ob vious positiv e jump in blue chip, 13: obvious negative 
jump in blue chip, and 17: broad lines). 

Fig. 1 shows the Kiel diagrams for all stars in GALAH (left-hand 
panel) and APOGEE (right-hand panel) o v erlaid with the training 
set contours with respective pipeline estimates in black. In Fig. 2 , we 
show the systematic difference trends in T eff , log g , [Fe/H], [ α/Fe], 
v micro , and v broad for these stars, with T eff , GALAH on the x -axis and 
APOGEE-GALAH values on the y -axis. The two clumps, cool (4000 
< T eff < 5200 K) and hot (5200 < T eff < 6200 K), seen for all 
parameters approximately represent difference trend for giants and 
dwarfs, respectively. Table 1 lists the mean and standard deviation 
(calculated as the mid-value of 84th −16th percentile to get rid of 
outliers) values for all stars, giants, and dwarfs. In this case, giants 
and dwarfs are selected based on log g cut of 3.5. 

Among the six stellar parameters, we find significant differ- 
ences/offsets in the case of [Fe/H], v micro and v broad . The differences 
for all parameters have a non-zero mean value and exhibits various 
trends with T eff . APOGEE temperatures are higher and derive higher 
log g values for hot dwarfs compared to GALAH. Meanwhile, cool 
giants in APOGEE have lower [ α/Fe] measurements compared to 
GALAH. 

The giant and dwarf clumps in the Fig. 2 c hints at different 
systematic trends of [Fe/H] with respect to T eff for giants and dwarfs. 
There is a steep declining trend for giants, with higher metallicity 
values ( ∼0.4 de x relativ e to GALAH abundances) measured by 
APOGEE for cool giants (T eff < 4500 K). This trend is similar to 
one of the possible caveats mentioned in GALAH DR3 [section 6.5 
of Buder et al. 2021 ]. They have noticed a significant trend of 
underestimated [Fe/H] with increasing metallicity, when comparing 
with GALAH DR2, for the metal-rich ([Fe/H > 0) giants and 
red clump stars. As discussed in Buder et al. 2021 , the reasons 
for this could be many fold, e.g, missing/unreliable molecular 
line data, the underestimation of blending and incorrect continuum 
normalization, o v er/under estimation of micro etc. For dwarfs, there is 
better agreement between APOGEE and GALAH metallicities with 
a slight increase (upto ∼0.15–0.2 dex) in APOGEE metallicity for 
hotter stars (T eff > 6000 K). 
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Figure 1. Kiel diagram (log g versus T eff ) with the respective pipeline estimates for all stars in GALAH (left-hand panel; orange points) and all stars in APOGEE 
(right-hand panel; orange points) o v erlaid with the black contours representing the training set which is chosen from among the common stars in both APOGEE 
and GALAH as described in Section 3.2 . 
3.2 Training set 
We construct one training set that can be used to carry out four com- 
binations of cross-surv e y Cannon training and modelling. Hence, we 
use the GALAH DR3 combined spectra catalogue with one entry per 
star for which spectra from multiple exposures have been stacked to 
estimate their stellar parameters and elemental abundances. In the 
case of APOGEE, we choose stars with stellar parameters derived 
from high SNR combined spectrum. Similarly, we choose combined 
spectra from both surv e ys 4 for constructing the training set and later 
in testing stage where predictions are made. 

We find 14 406 stars based on cross-match using the APOGEE ID 
and star id columns in APOGEE DR16 and GALAH DR3 cat- 
alogues with Topcat (T aylor 2005 , 2020 ). W e remo v e stars with 
invalid GALAH and APOGEE stellar parameters and further select 
reliable and high-quality surv e y labels/stellar parameters by certain 
constraints for each surv e y. 

For GALAH, we choose stars with SNR ratio of spectra in the 
green arm ( snr c2 iraf ) > 25, chi-square value of stellar parameter 
fitting the following constraints ( chi2 sp ) < 4, and the flag that 
describes various GALAH reduction and analysis issues indicating 
the quality of spectra and estimated stellar parameters ( flag sp ) is 
equal to zero. 

For APOGEE, we choose stars with SNR > 80, in addition to 
removing stars for which selected bits (16: bad T eff , 17: bad log g , 
18: bad v micro , 19: bad metals, 20: bad [ α/Fe], and 23: bad o v erall for 
star) in the ASPCAPFLAG 5 have been set. 

As for selecting good quality spectra, we neglect spectra with 
STARFLAG 6 bits set for selected few bits (0: bad pix els, 3: v ery 
bright neighbour , 4: low snr , 9: significant number of pixels in 
high persistence region, 10: significant number of pixels in medium 
4 For APOGEE, combined spectra is provided as the HDU1 extension of 
’apStar’ fits files. For GALAH, combined spectra fits files are named after 
their ’sobject id’ from which the pseudo continuum normalized flux can be 
extracted. 
5 https:// www.sdss.org/dr14/ algorithms/bitmasks/ 
6 https:// www.sdss.org/dr14/ algorithms/bitmasks/ #APOGEE STARFLAG 

persistence region, 11: significant number of pixels in low persistence 
re gion, 12: ob vious positiv e jump in blue chip, 13: obvious negative 
jump in blue chip, and 17: broad lines). 

Fig. 1 shows the Kiel diagrams for all stars in GALAH (left-hand 
panel) and APOGEE (right-hand panel) o v erlaid with the training 
set contours with respective pipeline estimates in black. In Fig. 2 , we 
show the systematic difference trends in T eff , log g , [Fe/H], [ α/Fe], 
v micro , and v broad for these stars, with T eff , GALAH on the x -axis and 
APOGEE-GALAH values on the y -axis. The two clumps, cool (4000 
< T eff < 5200 K) and hot (5200 < T eff < 6200 K), seen for all 
parameters approximately represent difference trend for giants and 
dwarfs, respectively. Table 1 lists the mean and standard deviation 
(calculated as the mid-value of 84th −16th percentile to get rid of 
outliers) values for all stars, giants, and dwarfs. In this case, giants 
and dwarfs are selected based on log g cut of 3.5. 

Among the six stellar parameters, we find significant differ- 
ences/offsets in the case of [Fe/H], v micro and v broad . The differences 
for all parameters have a non-zero mean value and exhibits various 
trends with T eff . APOGEE temperatures are higher and derive higher 
log g values for hot dwarfs compared to GALAH. Meanwhile, cool 
giants in APOGEE have lower [ α/Fe] measurements compared to 
GALAH. 

The giant and dwarf clumps in the Fig. 2 c hints at different 
systematic trends of [Fe/H] with respect to T eff for giants and dwarfs. 
There is a steep declining trend for giants, with higher metallicity 
values ( ∼0.4 de x relativ e to GALAH abundances) measured by 
APOGEE for cool giants (T eff < 4500 K). This trend is similar to 
one of the possible caveats mentioned in GALAH DR3 [section 6.5 
of Buder et al. 2021 ]. They have noticed a significant trend of 
underestimated [Fe/H] with increasing metallicity, when comparing 
with GALAH DR2, for the metal-rich ([Fe/H > 0) giants and 
red clump stars. As discussed in Buder et al. 2021 , the reasons 
for this could be many fold, e.g, missing/unreliable molecular 
line data, the underestimation of blending and incorrect continuum 
normalization, o v er/under estimation of micro etc. For dwarfs, there is 
better agreement between APOGEE and GALAH metallicities with 
a slight increase (upto ∼0.15–0.2 dex) in APOGEE metallicity for 
hotter stars (T eff > 6000 K). 
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Figure 15. Z versus R distribution of stars with valid Cannon estimates based on flags set in both GALAH-scaled (black) and APOGEE-scaled (red) stellar 
parameter catalogues. R and Z are estimated based on the Gaia EDR3 distances from Bailer-Jones et al. ( 2021 ). 
populations of stars that the surv e y (from which the input labels are 
taken) observed, the labels and spectra should also be reliable and of 
high quality. Since we are restricted to choosing the common stars 
observed in both the surveys for the training set in this work, we 
have limited options regarding the former criterion. We have carried 
out quality cuts as recommended by each surv e y for both the labels, 
as well as spectra, ensuring a good-quality training set. Ideally, in 
cases where the spectra and label are from the same surv e y (ACAA 
and GCGS), one can use a larger training set. Since our goal is to 
put the surv e ys on the same scale, we choose a single training set 
that passes all quality criteria and have sufficient number statistics. 
Thus our training set is limited by the fact that not all the best quality 
spectra or labels in the respective catalogue are included in it, rather 
we select the best labels from among the common stars observed in 
both the surv e ys. Still our final training set sample has reasonably 
broad co v erage of the parameter space of both surv e ys (see Fig. 1 ), 
but one should e x ercise caution at the edges of the training set, in 
particular for metal-poor ([Fe/H] < −0.8) stars and for M-dwarfs, for 
which the Cannon labels deviate from the one-to-one relation. We 
have assigned dedicated flags that will help the user to identify such 
stars (see Section 3.6 ). 
5.2 Propagation of parameter trends 
By reproducing APOGEE-scaled labels from GALAH spectra and 
GALAH-scaled labels from APOGEE spectra, we are propagating 
the trends/issues in these parameters that arise from the input surv e y 
pipeline/analysis method. Such issues are evident in the labels when 

we compare them in Fig. 2 . These include the lower metallicities 
determined for metal rich giants in GALAH and large differences in 
microturbulence and broadening values for stars in GALAH as well 
as APOGEE (see Section 3.2 ). We show the inability of the Cannon 
models to reproduce APOGEE microturbulence values in Figs 4 
and A2 . We also see the effect of this on Cannon temperature and 
surface gravity estimates in the case of ACAA (see Fig. A2 ). When 
we adopted the empirical relations used in GALAH to redetermine 
microturbulence values for APOGEE, these trends are corrected (see 
Fig. A3 ). Thus, it is important to have accurate and reliable input 
labels in order to get better results from data-driven methods and 
machine learning tools and future surv e ys should aim to achieve 
this. 
5.3 Limitations in the error determination 
With repeat observations, we have been able to show that the errors 
for the labels from the Cannon are either incorrect or underesti- 
mated. We then estimate a scaling factor for each label and rescale 
their Cannon covariance errors. Using repeat observations, we also 
estimated precision for all labels as a function of SNR in the range 
of 36–50 K (T eff ), 0.06–0.1 dex (log g ), 0.02–0.04 dex ([Fe/H]), 
and 0.02–0.03 dex ([ α/Fe]) for SNR > 40 in GALAH and SNR > 
80 in APOGEE. We choose the maximum value among rescaled 
covariance uncertainty and precision estimate at respective SNR to 
be the final error for each label. Thus, our errors are determined 
without taking into account any possible additional dependence on 
temperature and surface gravity as it is done in APOGEE (J ̈onsson 
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Figure 4. Two mock data cube FoV (in purple) relative to the number 
distribution of particles in E-GALAXIA mock stellar catalogue. The model 
was set with a distance of 26.5 Mpc and inclination of 86 ◦. This observation 
strategy is the same as the MUSE observation on NGC 5746. 
3  R E C OV E RY  O F  T H E  G A L A X Y  
C H E M O D  Y NA M I C A L  PROPER  TIES  
In this section, we take PPXF as a representation software to test the 
ability of full-spectrum fitting methods to reco v er galaxy properties 
by applying it to mock cubes generated from GALCRAFT . We measure 
kinematics ( V LOS , σ , h 3 , h 4 ), stellar population parameters (age, 
[ M / H ], [ α/ Fe ]) and light/mass fraction distributions of different 
structural components. The analysis is performed in the same way 
as extragalactic studies. Then, we compare the results with the input 
true values that are obtained by properties of SSP particles from E- 
GALAXIA catalogue. This test allows us to access the consistency of 
parameters measured via broadly applied software in other studies 
(e.g. Pinna et al. 2019a , b ; Martig et al. 2021 ; Scott et al. 2021 ), which 
was not possible previously as the true values of external galaxies 
are unknown. Furthermore, it also provides standard references for 
the future to better understand extragalactic results (e.g. gradient and 
flaring) by distinguishing real distributions from artificial effects due 
to the spectral fitting methods, projected view, and integrated light. 
We note that our goal is to explore the general performances of the 
full-spectrum fitting method using template weighting and regular- 
ization, i.e. its underlying mathematical framework. We choose to 
test PPXF because it has been widely used by many previous studies. 
Ho we v er, an y systematic bias found in this study is not specific to 
PPXF , but would be equally applicable to other software using the 
same framework. And we leave testing on other software for future 
studies. 
3.1 Mock cube generation for MUSE instrument 
We generate a mock MUSE observation by GALCRAFT , using 
the E-GALAXIA catalogue that contains 10 8 particles. We remo v e 
particles with stellar age less than 0.25 Gyr because their position and 
kinematics are erroneous in the current version of E-GALAXIA , and we 
confirm that removing these particles does not affect our conclusions. 
The mock MW catalogue is assumed to have a distance of 26.5 Mpc 
and inclination of 86 ◦ to the observer, which is the same as the 
projection of NGC 5746 observed by MUSE with comprehensive 
analysis in Martig et al. ( 2021, hereafter M21). We use MILES 
α-variable SSP templates (Vazdekis et al. 2015 ) with the BaSTI 
stellar isochrones (Pietrinferni et al. 2004 ) and Kroupa Universal 
IMF (Kroupa 2001 ). The templates have 53 bins in age, 12 bins in 
[ M / H ], and 2 bins in [ α/ Fe ] and we apply a ‘linear’ interpolation to 
assign each particle a spectrum based on its age, [ M / H ] and [ α/ Fe ], 
and then degrade the stacked spectra to MUSE spectral resolution 
( FWHM ∼ 2 . 65 Å). Following procedures in Section 2.3 , we obtain 
two mock cubes focusing on the central ( N p = 61575676) and the 
disc ( N p = 7379847) regions, as shown in Fig. 4 . This observation 
strategy is also the same as MUSE observations on NGC 5746 in 

M21. The total e x ecution time spent by GALCRAFT on a 24-core 
CPU for these two cubes is ∼ 14 . 5 h. We also generate 2 × 20 
bootstrapped cubes and use 16th and 84th percentiles to calculate the 
sampling error of each spaxel. We do not apply extinction in these 
cubes because here we only focus on full-spectrum fitting validation. 
Adding extinction would blend all the effects and make it difficult 
to differentiate their individual impacts. Therefore, we reserve this 
topic for future studies. 

The next procedure is to add Gaussian flux error to the spectra. We 
first derive the observational flux error ( e f ,O ) of the mock cubes. The 
observational flux error depends on many aspects but can be classified 
into two main categories: the observation conditions (seeing, air- 
mass, exposure time, etc.) and the instrumental properties (telescope 
aperture, system efficiency, dark current, read-out noise, etc.). For 
simplicity, we ignore the sky conditions, dark current, and read-out 
noise which only contribute a few per cent to total received photons, 
and assume the spectral SNR and received photons are defined by 
SNR = f 

e f ,O = √ 
N , 

N = af t, (1) 
where f is the flux of the target; e f ,O is the observational flux error 
(by MUSE in this case); N is the received number of photons; t 
is the exposure time; a is an o v erall reaction of sky transmission, 
efficiency, and telescope aperture. Therefore, a should only depend 
on wavelength for the same instrument. By substituting the above 
equations, the parameter a can be calculated using f , e f ,O and t 
from an observation by 
a = f 

e 2 f ,O × t . (2) 
In this w ork, we tak e all the bulge and disc observations of NGC 5746 
from MUSE in M21 and fit equation ( 3 ) as a function of wavelength 
( λ) using a four-degree polynomial, which is described by 
a( λ) = 4 . 34274826 −18 λ4 − 1 . 43263443 −13 λ3 + 1 . 61141240 −9 λ2 

−7 . 29164505 −6 λ + 1 . 17213217 −2 , (3) 
where a( λ) is in the unit of 1 / 10 −20 erg cm −2 Å

−1 
. Next, we set the 

bulge and disc mock cubes to have an exposure time of 1729.39 s and 
6221.84 s, respectively, and use the equations ( 2 ) and 3 to estimate 
the observational flux error e f ,O of each spaxel. Then we use this 
error to add Gaussian noise to all the spaxels. Here, the disc exposure 
time is chosen to satisfy the upper bound of e f ,O ≥ e f ,S . The bulge 
exposure time is then determined by assuming the same bulge-to-disc 
exposure time ratio in MUSE observations of NGC 5746 by M21, 
and we confirm that e f ,O ≥ e f ,S also applies. These two values are 
slightly smaller than those used by M21. Finally, the two mock cubes 
are stitched together. 
3.2 Extracting galaxy properties 
We apply the GIST pipeline 1 (Bittner et al. 2019 ) on the stitched mock 
cube to measure the kinematics and stellar population parameters. 
The GIST pipeline combines all the tools needed to process the data 
and users can obtain final results in a single e x ecution. Here, we use 
a modified version to implement some functionalities that the current 
public version (v3.1.0) does not have but are needed in this work. A 
detailed list of added features is given in Appendix A . 
1 https:// gitlab.com/ abittner/ gist-development
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Figure 4. Two mock data cube FoV (in purple) relative to the number 
distribution of particles in E-GALAXIA mock stellar catalogue. The model 
was set with a distance of 26.5 Mpc and inclination of 86 ◦. This observation 
strategy is the same as the MUSE observation on NGC 5746. 
3  R E C OV E RY  O F  T H E  G A L A X Y  
C H E M O D  Y NA M I C A L  PROPER  TIES  
In this section, we take PPXF as a representation software to test the 
ability of full-spectrum fitting methods to reco v er galaxy properties 
by applying it to mock cubes generated from GALCRAFT . We measure 
kinematics ( V LOS , σ , h 3 , h 4 ), stellar population parameters (age, 
[ M / H ], [ α/ Fe ]) and light/mass fraction distributions of different 
structural components. The analysis is performed in the same way 
as extragalactic studies. Then, we compare the results with the input 
true values that are obtained by properties of SSP particles from E- 
GALAXIA catalogue. This test allows us to access the consistency of 
parameters measured via broadly applied software in other studies 
(e.g. Pinna et al. 2019a , b ; Martig et al. 2021 ; Scott et al. 2021 ), which 
was not possible previously as the true values of external galaxies 
are unknown. Furthermore, it also provides standard references for 
the future to better understand extragalactic results (e.g. gradient and 
flaring) by distinguishing real distributions from artificial effects due 
to the spectral fitting methods, projected view, and integrated light. 
We note that our goal is to explore the general performances of the 
full-spectrum fitting method using template weighting and regular- 
ization, i.e. its underlying mathematical framework. We choose to 
test PPXF because it has been widely used by many previous studies. 
Ho we v er, an y systematic bias found in this study is not specific to 
PPXF , but would be equally applicable to other software using the 
same framework. And we leave testing on other software for future 
studies. 
3.1 Mock cube generation for MUSE instrument 
We generate a mock MUSE observation by GALCRAFT , using 
the E-GALAXIA catalogue that contains 10 8 particles. We remo v e 
particles with stellar age less than 0.25 Gyr because their position and 
kinematics are erroneous in the current version of E-GALAXIA , and we 
confirm that removing these particles does not affect our conclusions. 
The mock MW catalogue is assumed to have a distance of 26.5 Mpc 
and inclination of 86 ◦ to the observer, which is the same as the 
projection of NGC 5746 observed by MUSE with comprehensive 
analysis in Martig et al. ( 2021, hereafter M21). We use MILES 
α-variable SSP templates (Vazdekis et al. 2015 ) with the BaSTI 
stellar isochrones (Pietrinferni et al. 2004 ) and Kroupa Universal 
IMF (Kroupa 2001 ). The templates have 53 bins in age, 12 bins in 
[ M / H ], and 2 bins in [ α/ Fe ] and we apply a ‘linear’ interpolation to 
assign each particle a spectrum based on its age, [ M / H ] and [ α/ Fe ], 
and then degrade the stacked spectra to MUSE spectral resolution 
( FWHM ∼ 2 . 65 Å). Following procedures in Section 2.3 , we obtain 
two mock cubes focusing on the central ( N p = 61575676) and the 
disc ( N p = 7379847) regions, as shown in Fig. 4 . This observation 
strategy is also the same as MUSE observations on NGC 5746 in 

M21. The total e x ecution time spent by GALCRAFT on a 24-core 
CPU for these two cubes is ∼ 14 . 5 h. We also generate 2 × 20 
bootstrapped cubes and use 16th and 84th percentiles to calculate the 
sampling error of each spaxel. We do not apply extinction in these 
cubes because here we only focus on full-spectrum fitting validation. 
Adding extinction would blend all the effects and make it difficult 
to differentiate their individual impacts. Therefore, we reserve this 
topic for future studies. 

The next procedure is to add Gaussian flux error to the spectra. We 
first derive the observational flux error ( e f ,O ) of the mock cubes. The 
observational flux error depends on many aspects but can be classified 
into two main categories: the observation conditions (seeing, air- 
mass, exposure time, etc.) and the instrumental properties (telescope 
aperture, system efficiency, dark current, read-out noise, etc.). For 
simplicity, we ignore the sky conditions, dark current, and read-out 
noise which only contribute a few per cent to total received photons, 
and assume the spectral SNR and received photons are defined by 
SNR = f 

e f ,O = √ 
N , 

N = af t, (1) 
where f is the flux of the target; e f ,O is the observational flux error 
(by MUSE in this case); N is the received number of photons; t 
is the exposure time; a is an o v erall reaction of sky transmission, 
efficiency, and telescope aperture. Therefore, a should only depend 
on wavelength for the same instrument. By substituting the above 
equations, the parameter a can be calculated using f , e f ,O and t 
from an observation by 
a = f 

e 2 f ,O × t . (2) 
In this w ork, we tak e all the bulge and disc observations of NGC 5746 
from MUSE in M21 and fit equation ( 3 ) as a function of wavelength 
( λ) using a four-degree polynomial, which is described by 
a( λ) = 4 . 34274826 −18 λ4 − 1 . 43263443 −13 λ3 + 1 . 61141240 −9 λ2 

−7 . 29164505 −6 λ + 1 . 17213217 −2 , (3) 
where a( λ) is in the unit of 1 / 10 −20 erg cm −2 Å

−1 
. Next, we set the 

bulge and disc mock cubes to have an exposure time of 1729.39 s and 
6221.84 s, respectively, and use the equations ( 2 ) and 3 to estimate 
the observational flux error e f ,O of each spaxel. Then we use this 
error to add Gaussian noise to all the spaxels. Here, the disc exposure 
time is chosen to satisfy the upper bound of e f ,O ≥ e f ,S . The bulge 
exposure time is then determined by assuming the same bulge-to-disc 
exposure time ratio in MUSE observations of NGC 5746 by M21, 
and we confirm that e f ,O ≥ e f ,S also applies. These two values are 
slightly smaller than those used by M21. Finally, the two mock cubes 
are stitched together. 
3.2 Extracting galaxy properties 
We apply the GIST pipeline 1 (Bittner et al. 2019 ) on the stitched mock 
cube to measure the kinematics and stellar population parameters. 
The GIST pipeline combines all the tools needed to process the data 
and users can obtain final results in a single e x ecution. Here, we use 
a modified version to implement some functionalities that the current 
public version (v3.1.0) does not have but are needed in this work. A 
detailed list of added features is given in Appendix A . 
1 https:// gitlab.com/ abittner/ gist-development
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Figure 6. Stellar kinematics maps ( V LOS , σ , h 3 , h 4 ) of the mock MUSE cube generated in Section 3.1 . The scale of the colour bar is given in the second line of 
the upper left corner for each panel. Top ro w: true v alues calculated by fitting a Gauss–Hermite equation with particles’ velocity distribution weighted by their 
total flux in PPXF fitted wavelength region for each Voronoi bin. Middle row: results from PPXF . Bottom row: residuals of the PPXF results and the true values. 
The residual panels indicate results from PPXF have systematic offsets compared to true values. 

In this figure, the kinematic moments obtained by PPXF have the 
same trend compared to the true values. Both show two different 
structures: one is aligned to y ∼ 0 and the thickness increases with 
x, which has larger absolute V LOS and h 3 , and smaller σ ; the other is 
in a similar projected radius but vertically higher and thicker, and it 
has smaller absolute V LOS and h 3 , but larger σ . An anticorrelation of 
h 3 with V LOS which are usually associated with disc-like components 
(e.g. Krajnovi ́c et al. 2008 ; Gu ́erou et al. 2016 ; van de Sande et al. 
2017 ) is seen and are similar to MUSE edge-on galaxies studies of 
Pinna et al. ( 2019a , b ) and M21. These two components are mostly 
likely to be associated with thin and thick discs. We will explore this 
in detail in Section 3.6 . 

Ho we ver, in the residual panels, all these four moments show 
systematic offsets. Compared to the true values, V LOS from PPXF 
is around 17 km s −1 lower abo v e and below the v ery thin mid- 
plane ( y ∼ 0) and shows a more significant difference around 
x ∼ [10 , 30] arcsec. Around the galaxy centre, the residual of V LOS 
also shows a continuous decrease from ne gativ e to positiv e x; σ
is generally o v erestimated ev erywhere in the galaxy with few light 
blue residuals. h 3 is o v erestimated in re gions of x ∼ [10 , 60] arcsec 
and y ∼ [10 , 25] arcsec and underestimated in the outer region of 
x ∼ [60 , 110] arcsec; h 4 from PPXF has no significant structures like 
σ and h 3 maps, which is also seen in real galaxies results (e.g. Pinna 
et al. 2019a , b and M21), but the true h 4 map clearly shows kinematic 
differences. The clear structures in these residual panels indicate that 
it is not because of the fitting uncertainties. We will investigate this 
in detail in Section 4.1 . 
3.4 Stellar population property maps 
Figs 7 and 8 show the light- and mass-weighted age, [ M / H ] and 
[ α/ Fe ] maps of the mock MUSE cubes, respectively. The first 
row is the true values by calculating the median age, [ M / H ], and 
[ α/ Fe ] of E-GALAXIA particles weighted by luminosity or mass, 
which are equi v alent to light- or mass-weighted values. The second 
and third rows are results from PPXF with regul = regul max and 
regul = 5, respectively. We also write the average uncertainty from 

MC realizations in the top left corner of the third row. The last 
ro w sho ws the residuals of the PPXF results with regul = 5 and 
the true values, with the average of absolute residual written in the 
top left corner. For both figures, the o v erall distributions of these 
three parameters obtained by PPXF are very close to the true values, 
and the residuals are within the order of uncertainties on average. 
This confirms the reliability of spectral fitting methods to measure 
the weighted age and chemical compositions. Especially, the [ α/ Fe ] 
map from PPXF with regul = 5 indicates the capability of PPXF 
to identify distinct [ α/ Fe ]-rich and [ α/ Fe ]-poor populations in the 
thick and thin disc, respecti vely, e ven though only two [ α/ Fe ] bins 
are available. The residuals of [ α/ Fe ] from PPXF with regul = 5 
and the true values are flat and no systematic pattern is found. 

Ho we ver, mass-weighted age from PPXF is slightly o v erestimated 
in the outer regions with more yellow and red Voronoi bins in the 
residual panel, where the residuals are larger than uncertainties. This 
o v erestimation is much more obvious in mass-weighted results. In 
addition, even though residuals of light-weighted [ M / H ] are mostly 
close to 0, the mass-weighted [ M / H ] are o v erestimated in the central 
regions. This means the age gradient from PPXF is underestimated but 
[ M / H ] gradient is o v erestimated, and such effects are more dominant 
in mass-weighted results. In addition, the [ α/ Fe ] distribution from 
PPXF results with regul = regul max is almost uniformly high and 
much larger than the true values for all the Voronoi bins in both light- 
and mass-weighted results. This is because when regul is very 
large, the PPXF algorithm forces the result to have very smooth tem- 
plate weights in three-parameter dimensions (age, [ M / H ], [ α/ Fe ]). 
Since there are only two [ α/ Fe ] grids, regularization will force them 
to have similar weights to achieve smoothness requirements and does 
not permit large deviations (e.g. more than 2 per cent). Therefore, 
it will be challenging to identify [ α/ Fe ] bimodality. Results from 
PPXF with regul = regul max also show much underestimation for 
age gradients along the x -axis than results with regul = 5. The 
age and [ M / H ] gradients are essential properties to help understand 
the star formation and chemical enrichment processes. Therefore, 
a wrong choice of regularization will then easily lead to wrong 
conclusions. We will explore the reasons for these offsets in more 
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Figure 7. Light-weighted stellar population property maps (age, [ M / H ] and [ α/ Fe ]) of the mock MUSE cube generated in Section 3.1 . The scale of the colour 
bar is given in the second line of the upper left corner for each panel. First ro w: true v alues calculated by the light-weighted average of particles’ age, [ M / H ] and 
[ α/ Fe ] for each Voronoi bin. Second row: results from PPXF with regul = regul max , calculated using strategies of McDermid et al. 2015 . Third row: results 
from PPXF with regul = 5 and the average uncertainty of all the Voronoi bins from MC realizations is written in the top left corner. Last row: residuals of PPXF 
results with regul = 5 and the true values. The average absolute residual of all the Voronoi bins is written in the top left corner. This figure indicates that PPXF 
results with proper regularization can identify different galaxy components by their stellar population parameters, which are consistent with true values and the 
residuals are within the order of uncertainties on average. When applying regul = regul max , the distributions are smoothed and the [ α/ Fe ] panel becomes 
inconsistent with the true values. 
detail in Section 3.6 using light and mass fraction distributions and 
the effect of regularization in Sections 4.2 and 4.3 . 
3.5 SSP-equi v alent maps from line-strength indices 
Fig. 9 shows the SSP-equivalent age, [ M / H ] and [ α/ Fe ] maps of 
the mock MUSE cubes measured by line-strength indices. This 
figure shows that the main structures we derived from PPXF are also 
reco v ered by the line-strength analysis with consistent trends. In the 
age panel, young populations are closer to the mid-plane, and old 
populations are further to the mid-plane or abo v e/below the central 
region. In the [ M / H ] panel, we see the metallicity gradient from the 
inner centre to the outer galaxy. In the [ α/ Fe ] panel, we could see 
the α-rich bins in the centre and α-poor bins in the outer re gion, ev en 
though the differences are not as obvious as PPXF results in Figs 7 
and 8 . The main difference compared with PPXF results is that the age 
panel shows a very low range of [1 − 5] Gyr. This is also seen in M21 
(Fig. B1 ) and because of the Balmer line indices being dominated 
by young stars. Therefore, the SSP-equi v alent ages only reflect the 
fraction of stars formed within the past Gyr (Serra & Trager 2007 ; 
Trager & Somerville 2009 ). The SSP-equi v alent [ M / H ] and [ α/ Fe ] 
range are much closer to PPXF results because young populations do 

not contribute much to the metal lines, which is also indicated in 
M21. This figure confirms that both line-strength indices and PPXF 
analysis can identify α-rich and α-poor populations. 
3.6 Weight fraction distributions of different galaxy 
components 
In addition to calculating the light- and mass-weighted properties, 
we can also study the light/mass fraction distribution of stellar 
populations along the age and [ M / H ] dimension. This is done by 
using weights of templates from PPXF . Because the flux of each 
template is normalized to either 1 L ⊙ or 1 M ⊙, the weights array from 
PPXF outputs in our tests are equi v alent to stellar population light or 
mass fractions. Therefore, we can study the weight distribution of any 
component of the mock MW. M21 employed multiple components 
morphological fitting to a Spitzer 3.6- µm image of NGC 5746 to 
obtain regions dominated by the boxy/peanut bulge, nuclear disc, 
and thin and thick discs. In Fig. 10 , we artificially select similar 
regions based on the locations ( x , y ) of different components of M21, 
and name them ‘up per central’, ‘inner central’, ‘thin disc’ and ‘thick 
disc’, as shown in different colours. We call them ‘up per central’ and 
‘inner central’ because there is no boxy/peanut bulge and nuclear disc 
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datacentral.org.au has the data
galah-survey.org has the details


